**Research Assignment 3: Classification - Logistic Regression, Decision Tree, and Random Forest**

This paper explores the topic of classification in the context of supervised machine learning, examples of when data scientists use classification, and the differences between three popular implementations of classification: logistic regression, decision trees, and random forests.

According to Jones et al. (2020, Introduction to Clustering), supervised learning is a technique that detects meaningful information from data already labeled and structured in some manner. One form of supervised machine learning is classification, a modeling technique trained on labeled data to predict a discrete categorical output given some input (Ng, 2012). This discrete output value is predetermined and is the key difference between classification and regression techniques, which aims to produce a numerical value from a range of continuous values (Tatsat et al., 2020). An example of classification modeling is document sentiment analysis, which trains a model on positive, negative, and neutral customer feedback, and then predicts whether a new customer review fits under one of those three categories based upon the content of the review (Liu, 2015). Other examples include training models to identify whether a particular organism is obese given its weight as an input (Starmer, 2018a), or if a tumor is malignant or benign given its size as an input (Ng, 2012).

Due to the popularity of classification modeling, multiple implementations have been developed for particular use cases. The first example is logistic regression, a specialized use case of linear regression that performs classifications by predicting the probability, on a scale of zero to one, that an input belongs to a particular category (Starmer, 2018a). The resulting linear model appears as an “S” shape, with the top and bottoms of the model signifying zero and one. The “S” shape is fit to the training data via a method known as “Maximum likelihood” calculations (Starmer, 2018a). One use case of logistic regression is in the field of fabrication machining. When a batch of parts are being produced, maximizing the life of a tool is an important consideration. A logistic regression algorithm could be trained to predict whether a part would pass or fail inspection given the number of cuts since the last time the bit was replaced. The shop could then set a threshold number of runs before the bit must be replaced, to prevent a failed part.

Another way to implement classification is the Decision Tree model. Decision trees are chains of binary splits that resemble a tree structure, with branching out to “leaves” that represent the category of the data (Tatsat et al., 2020). A simple example is a model that takes the height and weight of a person and then predicts whether they are male or female (Tatsat et al., 2020). Decision tree models are created via a process called “recursive binary splitting*”* which divides the input data in many ways and then qualifies those divisions against a cost function that is appropriate for the model. The result is a tree structure that is split along the best possible divisions to arrive at each categorical conclusion (Tatsat et al., 2020).

Another implementation of classification is the random forest. Random forest is a method that uses a bagging algorithm to train multiple decision trees with slight variations, and then performs classification by aggregating the resulting classifications from all the decision trees (Starmer, 2018b). The random forest algorithm’s utility comes from the way that it trains each decision tree. It does not allow each decision tree to be trained on all variables and their values, and instead only allows a decision tree to be trained on a particular set of variables. The result is that each decision tree has a lower degree of correlation and provides a diversified approach to classification (Tatsat et al., 2020).

In comparison, each of these techniques has an advantage and disadvantage. Logistic regression is probabilistic and provides information about the likelihood that a particular input belongs to a specific classification. Decision trees are more deterministic, gauging the input variables and coming to a determination of the input’s classification. Given the example mentioned above of gauging the classification of a cancer diagnosis given the size of a tumor, the choice of model is critically important. A decision tree model may arrive at a decision to treat the tumor as cancerous and begin treatment. A probabilistic model such as logistic regression may indicate that the likelihood of the tumor being cancerous is only fifty-one percent and, therefore, may require further diagnosis before starting aggressive treatments. The random forest model is known as an ensemble technique, meaning that it combines many models to arrive at its classification. This provides more nuanced and accurate results, relative to the decision tree, but in doing so, the random forest model increases the complexity of the classification and begins to resemble a black box that makes controlling its implementation difficult (Tatsat et al., 2020).
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